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Irregular Time Series
● Data gathered at irregular intervals

– Patient examination, test, expedition, etc.

● Data sources that get dated

– Geological, archaeological sample, historic document, etc.

● Data points when certain events happen

– Action by a user, accident, natural phenomenon, economic transaction, neural spike, 
etc.
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Recurrent Neural Networks (RNNs)
● Recurrences in connections

– Dynamical systems (universal approximators, Turing complete)

– Naturally suited for time series

– Has internal state / memory, no fixed time window

● “Vanilla” (vs. GRU, LSTM)

● Reservoir computing: Echo State Network [Jaeger 2001], 
(vs. fully trained)

– Investigate different aspects of RNNs in addition to learning

– Typically only the linear readout is trained 
● Very fast one-shot training

● Cross-validation can be done almost for “free” [Lukoševičius, Uselis 2021]
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https://proceedings.neurips.cc/paper_files/paper/2021/hash/ef452c63f81d0105dd4486f775adec81-Abstract.html
https://www.ai.rug.nl/minds/uploads/EchoStatesTechRep.pdf
https://arxiv.org/abs/2006.11282
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Dealing with Irregular Time
with RNNs

● Ignore it’s irregular
● Resample/interpolate the data
● Feed ∆tn as additional (special?) input
● Have specialized data pre-treatment layers 
● “Resample” the RNN to match the time of the 

data



ECML PKDD 2024 Mantas Lukoševičius & Arnas Uselis. Task-Synchronized Recurrent Neural Networks 5

RNN Methods Employing 
Differential Equation (DE) Solvers

● ODE-RNN [Rubanova et al 2019], 

– Based on Neural ODEs [Chen et al 2018]

– Simple RNN updates with input

– ODE evolution in between

– The two don’t mix well

● Neural CDE (Controlled DE) [Kidger et al 2020]

– Inputs continually affect the RNN state

– They have to be interpolated

– Defeats the purpose of having 
irregular time?

● Both are computationally expensive
ODE-RNN Neural CDE

https://papers.nips.cc/paper_files/paper/2019/hash/42a6845a557bef704ad8ac9cb4461d43-Abstract.html
https://arxiv.org/abs/1806.07366
https://proceedings.neurips.cc/paper_files/paper/2020/hash/4a5876b450b45371f6cfe5047ac8cd45-Abstract.html
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Task-Synchronized 
Echo State Networks

● Continuous-time RNN

● Euler discretization

● Discrete-time RNN

● RNN (ESN) with leaky integration, 
e.g. [Lukoševičius 2012]

● Task-Synchonized ESN

● Readout

https://doi.org/10.1007/978-3-642-35289-8_36
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Task-Synchronized 
Gated Recurrent Units

● GRUs [Cho et al 2014]

– Update and reset (forget) gates

– State update

– (Update gate ~ like learned unit-wise leaking rate)

● Continuous-time version

● Task-Synchonized GRU

● Readout

http://arxiv.org/abs/1406.1078
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Nonlinear Time Scaling

● (1 – α∆tn) should not be negative:

∆tn ≤ 1/α

● We can scale ∆tn, but outliers...

● One solution: introduce a version where we replace ∆tn with:
(“exp” versions) 
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Synthetic Chaotic Attractor Datasets
With artificially introduced and controlled levels of (high) time irregularity
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UWave Gesture Dataset
Gestures generated from 
accelerometers

● 8 class classification

● Univariate

● 3582 train and 
896 test instances

– 30% of train is used for 
validation

– Each instance is 945 time 
samples

● 10% of samples is randomly 
taken to have sparse irregular 
time series

[Jiayang Liu et al 2009]
https://timeseriesclassification.com
Following [Shukla, Marlin 2019]

Training

https://doi.org/10.1016/j.pmcj.2009.07.007
https://timeseriesclassification.com/description.php?Dataset=UWaveGestureLibraryAll
https://arxiv.org/abs/1909.07782
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Speleothem Dataset
Summer monsoon rainfall 
(readings of oxygen isotopes) 
over the last two millennia 
in a speleothem in a cave in India 

● Prediction

● Univariate

● 1800 samples

– 1700 for training, 

– 50 for validation, 

– the last 50 for testing

● Very non-stationary (2000 years...)

[Sinha et al 2015]

https://www.nature.com/articles/ncomms7309
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Summary
● Advantages

– Very fast and natural: “built-in”

– No additional learning

– No inventing of data

– Effective

– Should be default?

● Limitations
– No asynchronous data

– Huge time gaps are problematic
● Exp ∆tn
● Impute?

© AeroPixel/stock.adobe.com 
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Future work
● More models

– Fully-trained TSRNN

– TSLSTM?

– In combination with other techniques

● More applications
– Multivariate

● More comparisons to other models
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Questions?

https://mantas.info/https://arxiv.org/
abs/2204.05192

https://github.com/oshapio/
task-synchronized-RNNs
 

https://mantas.info/
https://arxiv.org/abs/2204.05192
https://arxiv.org/abs/2204.05192
https://github.com/oshapio/task-synchronized-RNNs
https://github.com/oshapio/task-synchronized-RNNs
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